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ABSTRACT
This paper applies a language model approach to different
sources of information extracted from a Web page, in or-
der to provide high quality indicators in the detection of
Web Spam. Two pages linked by a hyperlink should be
topically related, even though this were a weak contextual
relation. For this reason we have analysed different sources
of information of a Web page that belongs to the context of
a link and we have applied Kullback-Leibler divergence on
them for characterising the relationship between two linked
pages. Moreover, we combine some of these sources of in-
formation in order to obtain richer language models. Given
the different nature of internal and external links, in our
study we also distinguished these types of links getting a
significant improvement in classification tasks. The result
is a system that improves the detection of Web Spam on
two large and public datasets such as WEBSPAM-UK2006 and
WEBSPAM-UK2007.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval; I.2.7 [Computing Methodologies]:
Natural Language Processing; H.3.1 [Information Stor-
age and Retrieval]: Content Analysis and Indexing

General Terms
Algorithms, Experimentation, Measurement

Keywords
Web Spam, Content Spam, Language Model approach

1. INTRODUCTION
Nowadays, Web Spam is one of the main problems of the

search engines because the quality of their search results has
been degraded by the methods used by spammers.
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During recent years there have been many advances in de-
tection of these fraudulent pages but, in response, new spam
techniques have appeared. It might be said that research in
this area is fighting against an adversary who constantly uses
more and more sophisticated methods. For this reason, it is
necessary to improve anti-spam techniques to get over these
attacks.

In this paper we propose several new features based on
language models to improve Web Spam detection. Lan-
guage models[16] are probabilistic methods that have been
previously used successfully in areas of speech recognition,
machine translation, part-of-speech tagging, parsing and in-
formation retrieval and even in some previous works for the
detection of Splogs[13] or Nepotistic links[3]. While proba-
bilistic models have been proposed and studied for informa-
tion retrieval since as early as 1960’s, they hadn’t really
shown clear advantages over the traditional vector space
model until around 1998, when Ponte and Croft[16] pub-
lished a pioneering work which uses a different probabilistic
model for retrieval, i.e., the query likelihood scoring method.
Statistical language models have been developed to capture
linguistic features hidden in texts, such as the probability
of words or word sequences in a language. A statistical lan-
guage model (SLM) is a probability distribution P(s) over
strings S that attempts to reflect how frequently a string S
occurs as a sentence.

Previous works have proved that language model disagree-
ment techniques are very efficient in tasks such as blocking
blog spam[13] or detecting nepotistic links[3]. For this rea-
son, we want to apply these techniques to improve classifi-
cation in a Web Spam labeled collection[5] widely used. We
use an extension of the basic language modeling approach to
analyse several sources of information extracted from each
web site in the collection. We make a language model from
each source of information, and then ask how different these
two language models are from each other. These sources of
information used are: (i) anchor text, surrounding anchor
text and Url terms from the source page, and (ii) title and
content from the target page. We apply Kullback-Leibler
(KL) divergence between their respective language models.
KL divergence is an asymmetric divergence measure origi-
nating in information theory, which measures how bad the
probability distribution Mq is at modeling Md.

The remaining of the paper proceeds as follows: section
2 describes the previous works in the Web Spam research
area; section 3 enumerates the dataset features and the pro-
cess of classification; section 4 studies the suitability of dif-
ferent sources of information to provide features based on



divergence measures; section 5 is devoted to describe the
methodology we have followed to compute the divergence
and classify the datasets; section 6 presents the experiments
proposed, as well as the results of applying it to different
datasets; Finally, section 7 draws the main conclusions.

2. PREVIOUS WORK
Previous work on Web spam detection has focused mostly

on the detection of three types of Web spam: link spam,
content spam, and cloaking.

Link spam according to Davison[8] can be defined as
“links between pages that are present for reasons other than
merit.” Link spam consists of the creation of a link structure
to take advantage of link-based ranking algorithms, such as
PageRank, which gives a higher ranking to a website the
more other highly ranked websites link to it. Some of the
highlights of this area are: Becchetti et al.[2] used automatic
classifiers to detect link-based Spam, Gyöngyi et al.[12] sep-
arated useful webpages from spam with TrustRank, Zhou et
al.[19] with transductive link spam detection and Benczúr et
al.[4] analysed supporting sets and PageRank contributions
for building an algorithm to detect link spam.

Content spam includes all techniques involve altering
the logical view that a search engine has over the page con-
tents[11], for instance, by inserting keywords that are more
related to popular query terms than to the actual content
of the pages. Fetterly et al.[9] used simple frequency-based
measures for its detection. Ntoulas et al.[14] introduced new
features based on checksums and word weighting techniques.
Piskorski et al.[15] explored linguistic features to then select
the more suitable ones.

Cloaking[11] is a technique in which the content pre-
sented to the search engine spider is different to that pre-
sented to the browser of the user.

There exist also studies that have combined the detection
of different types of spam; Abernethy et al.[1] trained a SVM
classifier with content and link data. Castillo et al.[6] com-
bined content and topology information in a cost-sensitive
tree. Closest to our research are the works by Mishne et
al.[13] that apply language models to Blog spam detection.
Here, the authors compare the language models from the
original post and each of the comments. Benczúr et al.[3]
proposed to detect nepotistic links using language models.
In this method, a link is down-weighted if the language
models from its source and target page have a great dis-
agreement. We share with this approach, the assumption
that pages that are connected by non-nepotistic links must
be sufficiently similar. Qi et al.[17] distinguished between
qualified links and advertising or spam using six similarity
measures. To calculate these measures used methods such
as Cosine, Dice or Naive Bayes over the Url terms, anchor
texts or content.

3. DATASET AND CLASSIFICATION
We use two publicly available Web Spam collections[5]

based on crawls of the .uk Web domain done in May 2006
and May 2007 respectively. WEBSPAM-UK2006 include 77.9
million pages and over 3 billion links about 11,400 hosts.
WEBSPAM-UK2007 include 105.9 million pages and over 3.7
billion links about 114,529 hosts. These reference collec-
tions are tagged by a group of volunteers labeling hosts as
“normal”, “spam” or “borderline”.

In our experiments, we restricted the datasets using only
hosts labeled at least by two persons independently, and
for which all assessors agreed. Moreover Open Directory
Project (ODP) labels [5] are not taken into account. We
made this decision because in some cases mislabeling may
mislead classifier, as we can see in the following example
(Figure 1) taken from the labels file in the UK2006-WEBSPAM

collection.

4road.co.uk spam 0.66667 j20:S,j7:S,odp:N

www.4road.co.uk normal 0.00000 odp:N

Figure 1: Example of mislabelling. A site is labeled
as spam and normal in the collection.

Thus, the subset of WEBSPAM-UK2006 used in our experi-
ments has got 3394 hosts, 1993 of these are labeled as “nor-
mal” and 1401 as “spam”. Moreover, the subset of WEBSPAM-
UK2007 has a size of 4775, 4593 of these are labeled as “nor-
mal” and 182 as “spam”.

3.1 Classification
For the classification tasks, we have used the Weka[18]

software because it contains a whole collection of machine
learning algorithms for data mining tasks. In particular
we have chosen a classification algorithm based on a cost-
sensitive decision tree with bagging[18] because we have car-
ried out several experiments, and this algorithm works bet-
ter than the other methods used. As baseline for our ex-
periments we selected the pre-computed content and link
features in a combined way to detect different types of Web
Spam pages. These features were previously presented in [2,
14].

We have adopted a set of well-known[6] performance mea-
sures in Web Spam research: true positive (TP or recall),
false positive rate (FP) and F-measure. F-measure combines
precision P and recall R by F = 2 PR

P+R
. For evaluating the

classification algorithms, we focus on the F-measure as it is
a standard measure of summarising both precision P and
recall R. The evaluation of the learning schemes used in all
the predictions of this paper was performed by a ten-fold
cross-validation. For each evaluation, the dataset is split
into 10 equal partitions and is trained 10 times. Every time
the classifier train with 9 out of the 10 partitions and use
the tenth partition as test data.

4. LANGUAGE MODELS AND FEATURES
One of the most successful methods based on term dis-

tribution analysis uses the concept of Kullback-Liebler Di-
vergence [7] (KLD) to compute the divergence between the
probability distributions of terms of two particular docu-
ments considered. We have applied KLD to measure the
divergence between two text units of the source and target
pages. In Figure 2 there are shown two examples of KLD
applied to the anchor text of a link and the title of the page
pointed by this link.

KLD(T1||T2) =
X

t∈T1

PT1(t)log
PT1(t)

PT2(t)
(1)

where PT1(t) is the probability of the term t in the first text
unit, and PT2(t) is the probability of the term t in the second
text unit.



KLD(Free Ringtones || Free Ringtones for Your Mobile
Phone from PremieRingtones.com) = 0.25

KLD(Best UK Reviews || Findabmw.co.uk - BMW
Information Resource) = 3.89

Figure 2: Divergence computed applying KLD be-
tween the anchor text of a link and the title of the
page pointed by this link. Examples extracted from
WEBSPAM-UK2006.

The language models that we use estimate maximum like-
lihood of the unigram occurrence probabilities. In prelim-
inary experiments, we used Jelinkek-Mercer smoothing as
Mishne et al.[13], which interpolates the language model of
two sources of information.

We test this smoothing approach because it is well-known
that it works better with long queries than the divergence
without smoothing. To study the impact of smoothing on
the results we used two different collections of web pages
indexed with Lucene as reference collections:

• Enwiki. This collection contains articles, templates,
image descriptions, and primary meta-pages from the
English Wikipedia dumps. The size of this collection
is around 3.6 million of documents.

• Dmoz. This collection is the result of a crawling pro-
cess on a random set of Urls from the DMOZ Open
Directory Project (ODP)1. The whole set is around
4.5 million of sites, but we set the crawling depth to
zero, so just a document has been retrieved from each
site (homepage site).

Results showed that smoothing improved the results al-
though the difference was quite small. In addition the com-
putation time increased substantially. For these two reasons,
we decided not to use a smoothing approach for language
models in this work.

4.1 Features
In this paper, we try to characterise the relationship be-

tween two linked Web pages according to different values of
divergence. These values are obtained by calculating the KL
divergence between one or more sources of information from
each page. In particular we consider 3 sources of informa-
tion from the source page: (i) Anchor Text, (ii) Surrounding
Anchor Text and (iii) Url terms. We also get 3 sources of in-
formation from the target page: (i) Title, (ii) Content Page
and (iii) Meta Tags.

Many combinations of these sources of information could
be used to measure the divergence between two Web pages.
However, considering the issue of computational complexity,
he have chosen a set of features that are easy to compute
and that are useful in the Web Spam detection. Moreover,
we have used Lucene[10] to carry out the calculus, which
is a source information retrieval library. These features are
described below.

• Anchor Text - Content. When a page links to an-
other, this page has only a way to convince an user
in order to visit this link, that is by showing rele-
vant and summarised information of the target page.

1www.dmoz.org

This is the function of the anchor text. Therefore, a
great divergence between this piece of text and the
linked page shows a clear evidence of Spam. In addi-
tion, Mishne[13] and Benczúr[3] proved that disagree-
ment between anchor text and the target content is
a very useful measure to detect Spam. In Figure 3
it is shown the distribution of KL divergence between
these sources of information and, as in previous studies
of this distribution, the normal curve is more compact
than spam one. Anchor text alone is not a very dis-
criminating measure, but it works better when it is
combined with surrounding text and URLs terms.

Figure 3: Histogram of KL divergence between An-
chor Text and target Page Content. Reference col-
lection is (WEBSPAM-UK2006) and external links have
been used.

• Surrounding Anchor Text - Content. Sometimes
the anchor terms provide little or no descriptive value.
Let us imagine a link whose anchor text is “click here”.
For this reason, text surrounding the anchor can pro-
vide a information context about the linked page. More-
over, in [3] a better behaviour is observed when the an-
chor text is extended with neighboring words. In our
experiments, we use several words around the anchor
text (7 per side) to extend it. The result is a source
of information much richer and very useful to detect
Spam. Figure 4 shows how the spam curve is displaced
towards higher values of divergence and normal values
are concentrated near KL ≈ 2.5.

Figure 4: Histogram of KL divergence between Sur-
rounding Anchor Text and target Page Content.
Reference collection is (WEBSPAM-UK2006) and internal
links have been used.

• URL Terms - Content. Besides the anchor text, the
only information available of a link is its Url. An Url is
mainly composed by a protocol, a domain, a path and
a file. In the same way, these elements are composed
by terms that can provide rich information of the tar-
get page. Moreover, because of the increasing use of
search engines in last years, there exist Search Engine
Optimisation (SEO) techniques that try to exploit the
importance of Url terms in a request.



Thus, if we have an Url as “www.domain.com/viagra-
youtube-free-download-poker-online.html”, and after visit
this page, it is an online music store, it could be said
that this page uses Spam techniques. Therefore, we
have retrieved the most relevant terms from an Url
in order to calculate the divergence with the content
of the target page. To extract the most relevant these
terms, first of all, we have build a language model with
terms from Urls in ODP public list. Afterwards, with
help of this collection of Urls we have used the KL di-
vergence in order to know the most relevant terms in a
certain Url. Finally, we use 60% of these terms. This
measure is illustrated in Figure 5, which shows the
great difference between spam and normal histograms.

Figure 5: Histogram of KL divergence between Url
Terms and target Page Content. Reference collec-
tion is (WEBSPAM-UK2007) and external links have been
used.

• Anchor Text - Title. There exist papers which show
the similarity between the anchor text and the title of
a Web page. In both cases, they are small pieces of
text which summarise the content of a page, but an
anchor text is written by a foreign person to the page,
whereas title is set by the owner. Using language mod-
els, there could be problems because of the small num-
ber of terms in two text units, but in our experiments
we proved that in many cases, this measure provides
relevant information. In Figure 6 can be observed that
anchor text alone is not a very discriminating measure,
but it works better when it is combined with surround-
ing text and URLs terms.

Figure 6: Histogram of KL divergence between An-
chor Text and target Page Title. Reference collec-
tion is (WEBSPAM-UK2007) and both internal and exter-
nal links have been used.

• Surrounding Anchor Text - Title. In the same
way that previous measure (surrounding anchor text
vs page content), we extend the anchor text with some
surrounding words in order to get a better context on
the link. Moreover, as in this case we have a higher
number of terms in the first language model, the prob-
lems that may arise in the previous measure would be

eliminated. As we can check in Figure 7, histogram
is more discriminant than Figure 6. In this case, most
spam values are located between KL ≈ 1 and KL ≈ 3.

Figure 7: Histogram of KL divergence between Sur-
rounding Anchor Text and target Page Title. Refer-
ence collection is (WEBSPAM-UK2006) and internal links
have been used.

• URL Terms - Title. If in two previous measures (an-
chor text and surrounding anchor text) the first source
of information from the target page was generated by a
foreign person, Url or at least a part of it (file and/or
path), is built by the page author. Thus, it should
have a coherence between the URL terms and the title
of a page. Otherwise, as it is illustrated in Figure 8 we
could be analysing a Spam page. As Figure 6, spam
curve is much more compact than normal one.

Figure 8: Histogram of KL divergence between Url
Terms and target Page Title. Reference collection is
(WEBSPAM-UK2006) and internal links have been used.

• Title - Content. It is well-known that both, terms of
a URL and terms of the Web page title, have a great
impact when search engines decide whether a page is
relevant to a query. In other words, spammers per-
form engineering tasks in order to set key terms in
these sources of information. This measure attempts
to detect those cases of Spam, which there is not a re-
lationship between the title and the page content at
the same site. In Figure 9 it is shown the distribution
of KL divergence between these sources of information.

Figure 9: Histogram of KL divergence between both
Title and Content from target Page. Reference col-
lection is (WEBSPAM-UK2006) and external links have
been used.



• Meta Tags. Meta Tags provide structured metadata
about a Web page and they are used in search en-
gine optimisation. Although they are the target of
spammers for a long time and search engines consider
these data less and less, there are pages still using
them because of their clear usefulness. In particular
we have considered metatags with attributes “descrip-
tion” and “keywords” to build a virtual document with
their terms. We have decided to use these data to cal-
culate its divergence from other sources of information
from the source page such as anchor text and surround-
ing anchor text, and from the target page such as page
content and URL terms. This measure is illustrated
in Figure 10, which shows a different distribution in
spam and normal values.

Figure 10: Histogram of KL divergence between An-
chor Text and target Page Meta Tags. Reference
collection is (WEBSPAM-UK2006) and both internal and
external links have been used.

Combination of sources of information

In addition to these features, we have combined several sources
of information from the source page with the goal in mind
of creating virtual documents which provide richer informa-
tion. As we have seen above, we have used Anchor Text (A),
Surrounding Anchor Text (S) and Url terms (U) as sources
of information. We also propose to create two new sources
of information: (i) combining Anchor Text and Url terms
(AU) and (ii) combining Surrounding Anchor Text and Url
terms (SU). Moreover, we have these sources of information
from the target page: Content Page (P), Title (T) and Meta
Tags (M). We have also ruled out the use of any combina-
tion due to the limited relationship between these sources of
information. Table 1 below summarise all 14 features used
in this work.

We have obtained language models much richer and de-
scriptive as result of this combination of sources of infor-
mation. In many cases we can find anchors with a small
amount of text that sometimes mislead our results. How-
ever, by combining different sources of information such as
Anchor text, Surrounding Anchor text and Url terms we
obtain a more descriptive language. Furthermore, although
single measures described in section 4.1 offer histograms
with interesting divergence values between Spam and Not
Spam, the best measures proposed in this work are those
that combine different sources of information. As it can be
seen in Figure 10, these terms combination gets a diver-
gence very efficient between spam pages and those that are
not spam. Since both distributions have Gaussian shapes,
normal histograms are more compact and theirs means are
near KL ≈ 1.2 and KL ≈ 3.5 respectively. On the other

hand spam histograms are wider, and theirs means are near
KL ≈ 4 and KL ≈ 5 respectively.

Figure 11: (Above) Histogram of KL divergence be-
tween a combination of Anchor Text, Surrounding
Anchor Text and Url Terms and target Page Title
and (Below) Histogram of KL divergence between a
combination of Anchor Text and Url Terms and tar-
get Page Content. Reference collection is (WEBSPAM-
UK2007) and both internal and external links have
been used.

Internal and External Links

Web sites contain in most cases two types of links:(i) links
to the same site (internal links) and (ii) links to foreign sites
(external links). Internal links can provide depth and con-
text about certain information. External links fulfill a sim-
ilar function and are particularly useful to the reader by
helping to find other sources cited in the informative con-
tent. Web site owners are often afraid of external links,
perhaps for a commercial reason: to send traffic to other
sites.

In addition, there are SEO techniques that consider the
relationship between internal and external links in order to
obtain the highest Pagerank, that is, a ratio between the
number of such links. There exist also rumours about the
impact of internal and external links in a page, in face of
the ranking provided by a search engine. This suggests that
Spammers may be using algorithms that take into account
this information to promote their pages.

For these reasons it is also distinguished between inter-
nal links and external links in order to carry out the di-
vergence analysis. Therefore, for each Web page we have
triple-features: 14 features for internal links, 14 features for
external links and 14 features for internal and external links.
In Figure 11 it can be observed the difference between his-
tograms of internal and external links. Moreover, this figure
shows how the Spam curve is displaced towards higher values
of divergence in internal links case, whereas the same curve
is displaced towards lower values in other case. It can be also
noticed that Spam distribution mean is higher (KL ≈ 3) in
external links than in internal links case (KL ≈ 4.5). In
case of Normal distribution, it happens the opposite.



Combination of different Sources of Information
Content Page (P)
Anchor Text (A → P ) Surrounding Anchor Text (S → P )
Url Terms (U → P ) Anchor Text ∪ Url Terms (AU → P )
Surrounding Anchor Text ∪ Url Terms (SU → P )
Title (T)
Anchor Text (A → T ) Surrounding Anchor Text (S → T )
Url Terms (U → T ) Title vs Page (T → P )
Surrounding Anchor Text ∪ Url Terms (SU → T )
Meta Tags (M)
Anchor Text (A → M) Surrounding Anchor Text (S → M)
Surrounding Anchor Text ∪ Url Terms (SU → M) Meta Tags vs Page (M → P )

Table 1: Combination of different sources of information used to calculate the KL divergence.

Figure 12: Histograms of KL divergence between
Surrounding Anchor Text and target Page Title.
Only internal links have been used in histogram
above and external links in histogram below. Refer-
ence collection is (WEBSPAM-UK2007).

5. METHODOLOGY
In order to carry out the divergence analysis and consid-

ering the computational cost, we only analyse one page per
host. Although it would be interesting to explore all the
pages of a website in depth. Especially, we select the home-
page from the source page and every page pointed by any
link in the source page. Furthermore, hosts that have no
outgoing links are discarded, so the final size of the dataset
is reduced slightly.

First of all, links are selected for each analysed host. In
particular we analyse links that have some information in
the anchor text. Therefore we filter out images, links to
the same page (named anchor inside a HTML document),
numbers, URLs and empty strings. We also rule out links
which protocol is not HTTP or links to non HTML documents.
WEBSPAM-2006 and WEBSPAM-2007 are labelled at host level

[5], so we have to aggregate all language models measures
at this level. We only analyse one page per host and this
page represent this host, but we obtain 42 language models
measures for each link in a Web page. Thus, we estimate the
average of all links for each measure. A Web site is therefore
represented for 42 features (average values).

6. EXPERIMENTS
We now present several experiments in identifying Web

Spam on public datasets using our methodology. After fil-
tering the pages that did not meet the requirements, such
as pages not having enough text, no outgoing links, etc.
WEBSPAM-UK2006 dataset used in our experiments has got
3083 hosts, 1811 of these are labelled as “normal” and 1272
as “spam”. Moreover, normal hosts have an average of ex-
ternal and internal links of 12.1 and 30.6 respectively and
spam hosts have an average of external and internal links
of 7.2 and 15.3. The WEBSPAM-UK2007 dataset used has got
a size of 4166, 4012 of these are labelled as “normal” and
154 as “spam”. Otherwise normal hosts have an average of
external and internal links of 3.7 and 13.4 respectively and
spam hosts have an average of external and internal links of
9.3 and 12.06.

In order to check that language models features improve
the precision of spam detection, we decided to use pre-com-
puted features available for public datasets2. In particular
we have used the content-based features and the transformed
link-based features. In addition, we have combined different
feature sets in order to obtain a classifier which was able
to detect both content-spam and link-spam cases. Finally
we combine content, link and language models features by
achieving a more accurate classifier.

For the classification tasks, we have used the Metacost
algorithm (cost-sensitive decision tree with bagging) imple-
mented in Weka. We chose this classifier because we think
that errors for misclassifying normal pages as spam do not
have the same impact than misclassify a spam page as nor-
mal. Thus, as in Castillo et al[5], we have imposed a zero
cost to right predictions, and we have set to spam pages mis-
classified as normal a cost R times higher than normal pages
misclassified as spam. Furthermore, as the aim of this work
is to maximize the F-measure, we have look for the value of
R which maximize this measure. In Figure 13 is ilustrated
the evolution of F-measure obtained by applying different
costs to R. According to these results we have set R = 4 in
WEBSPAM-UK2006 dataset and R = 14 in WEBSPAM-UK2007.

6.1 Results
The results of our experiments are shown in Table 2 and

Table 3. As it can be checked, if we only use the pre-
computed features from datasets, we obtain the best results
combining content and link based features. For this reason

2http://webspam.lip6.fr



Figure 13: Evolution of F-measure obtained by ap-
plying different costs to R in the confusion ma-
trix. Content and Links based features are used on
WEBSPAM-UK2006 and WEBSPAM-UK2007.

we have chosen the union of these two sets of features as a
baseline for our experiments.

Table 2 illustrates that language models features are not
as efficient for themselves as content or link features, but
we should take into account that they are a smaller number
of features than content or link sets of features. Moreover,
in Table 3 is shown that language models features works
better than link based features. Furthermore, with language
models features, we can detect a lot of Spam pages which
use techniques based on content, although some instances of
link spam pages can be also detected.

Concerning WEBSPAM-UK2006 dataset and continuing this
reasoning, since content-based features worsening F-measure
when they are combined with language models features (C
∪ LM), link-based features (L ∪ LM) get an improvement of
3%. Although the most important, if we consider the com-
bination of content and links features (C ∪ L) as baseline,
the classifier improve 6% the F-measure from 0.75 to 0.81
using language models features (C ∪ L ∪ LM).

On the other hand, as it is shown in Table 3 the detec-
tion rate in WEBSPAM-UK2007 dataset is lower than previous
dataset. In this case, the collection is less balanced having
4593 hosts labeled as “normal” and 182 as “spam”. For this
reason, detection of spam is more difficult now. As a result
of the former, the best F-measure in our experiments was
obtained when we used the combination of content, links
and language models features (C ∪ L ∪ LM), by improving
2% the baseline.

7. CONCLUSIONS
Every day, spammers are making progress on new tech-

niques used to mislead search engines. Otherwise, users are
gradually more and more demanding and they require more
precise results. In addition, they do not want to find spam
pages in their hits. In the last years there have been a lot of
research works in this area and in this work we have tried to
study in depth techniques for detecting content-based Web
Spam.

We have presented a methodology that makes the most
of the power of statistical models and natural language pro-

WEBSPAM-UK2006
Feature Set Features TP FP F AUC
Content (C) 98 0.61 0.08 0.63 0.82

Link (L) 139 0.67 0.09 0.66 0.83
Lang. Models(LM) 42 0.43 0.05 0.55 0.76

C ∪ L 237 0.84 0.14 0.75 0.85
C ∪ LM 140 0.58 0.09 0.61 0.81
L ∪ LM 181 0.84 0.20 0.69 0.83

C ∪ L ∪ LM 279 0.87 0.11 0.81 0.86

Table 2: Features, True Positive rate (TP), False
Positive rate (TP), F-measure (F) and Area Under
Roc Curve (AUC) for Web Spam classifiers using
different feature sets on UK-2006.

WEBSPAM-UK2007
Feature Set Features TP FP F AUC
Content (C) 98 0.33 0.04 0.30 0.72

Link (L) 139 0.39 0.12 0.20 0.68
Lang. Models(LM) 42 0.24 0.04 0.24 0.72

C ∪ L 237 0.31 0.03 0.31 0.73
C ∪ LM 140 0.37 0.05 0.30 0.72
L ∪ LM 181 0.42 0.12 0.22 0.70

C ∪ L ∪ LM 279 0.33 0.03 0.33 0.75

Table 3: Features, True Positive rate (TP), False
Positive rate (TP), F-measure (F) and Area Under
Roc Curve (AUC) for Web Spam classifiers using
different feature sets on UK-2007.

cessing (NLP). Specifically, we have used language models
to represent a Web document and then we try to calculate
disagreement between two Web pages. To build language
models we used different sources of information from each
page. In particular we obtained three sources of information
from the source page: (i) Anchor Text, (ii) Surrounding An-
chor Text and (iii) Url terms. We also got three sources
of information from the target page: (i) Title, (ii) Content
Page and (iii) Meta Tags. Moreover we combined some of
these sources of information in order to obtain richer lan-
guage models. Thus, for every analysed page and for every
one of its links we got 14 measures. These measures are ob-
tained by applying Kullback-Liebler divergence on different
language models from source and target pages.

To represent a host, we used only one of its pages and we
also calculated the average of each one of these divergence
presented measures. So we got 14 language-models-based
features for each host. Given the different nature of internal
and external links, in our study we also distinguished these
types of links, by finally representing each host with 42 fea-
tures: 14 features for internal links, 14 features for external
links and 14 features for internal and external links.

For classification tasks we have used the public WEBSPAM-

UK2006 and WEBSPAM-UK2007 datasets and we used their pre-
computed features (linked ant content based features) in a
separate way and together with our language-models-based
features in order to evaluate the efficiency of our proposed
features. As baseline we have used the combination of linked-
and-content-based features because they are the features set
which we have obtained the best results. Still, by adding the



language-models-based features to the previous set (content
and link) it is obtained an improvement of the F-measure
near 6%, in WEBSPAM-UK2006 collection case, and an improve-
ment of 2% in the WEBSPAM-UK2007 collection. Therefore,
thanks to these experiments we have proved that, the ap-
plication of language models on a combination of sources
of information extracted from two Web pages, improve the
detection Web spam tasks.

In future works we would like to analyze the relationship
between a page and those that point to it, and to measure
disagreement between different data sources. In this work
we have not analyzed all pages in a Web site because of its
computational cost, but in future we think that it could be
interesting to solve this problem. Finally, we would want to
find a way to optimize the used language models and then
smoothing techniques could be applied.
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